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Richard Karp wears too many hats for one title to apply. 
He has appointments in UC Berkeley’s departments 
of Electrical Engineering and Computer Science, 
Mathematics, Bioengineering, and Operations Research. 
He’s the head and founder of ICSI’s Algorithms Group 
(originally the Theory Group), and a member of the 
Networking Group. His interests span optimization, 
genomic modeling, and applied research. 

“The problems almost always involve the design of 
combinatorial algorithms,” Karp says. 

Born in Boston, Massachusetts, the son of a junior high 
school math teacher, Karp was educated at the Boston 
Latin School and Harvard University. After receiving his 
Ph.D. in 1959, Karp began working at IBM in Yorktown 
Heights, New York, where, he says, “Most of the time 
I could just play around.” At night, he taught evening 
courses at colleges around New York. 

Karp then left IBM to become a professor at UC Berkeley. 
“This was during the 1960s, when it seemed more fun 
to be in Berkeley than anywhere else,” he said. “It was a 
very pleasant culture shock.” He remembers colleagues 
being jailed for participation in the protests, and having 
to hold classes in his home when political protests shut 
the campus down 

He has been with ICSI since 1988, when the Institute 
opened for business. As the Algorithms Group leader, 
he supervises researchers from all over the world 
interested in a wide cross-section of topics related to 
theoretical algorithms. In the 2009 to 2010 academic 
year, nearly half of his group were postdoctoral Fellows 
sponsored by the German Academic Exchange Service. 
He also collaborates closely with researchers in and 
from Israel, which, he says, accounts for 20 percent of 
the world’s activity in theoretical computer science.
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richard karp charles fillmore
Charles Fillmore, director of ICSI’s FrameNet Project 
and professor emeritus of linguistics at UC Berkeley, 
has studied language in wildly different settings over 
the course of his sixty-year career.  

Fillmore received his undergraduate degree at the 
University of Minnesota, after which he spent three 
years in the U.S. Army stationed in Japan, intercepting 
coded Russian conversations on short-wave radio. 
When he was off duty, he walked around the streets 
with a notebook and worked at teaching himself 
Japanese. After he was discharged – the first U.S. 
soldier to be discharged locally in Japan – he taught 
English at a Buddhist girls’ school while taking classes 
at Kyoto University. He returned to the U.S. to receive 
his doctorate at the University of Michigan, and then 
spent ten years teaching at Ohio State University in 
Columbus. He spent one year as a fellow at the Center 
for Advanced Study in Behavioral Sciences at Stanford 
University in what he calls “senseless luxury,” and 
came to UC Berkeley in 1971. 

According to FrameNet PI Collin Baker, Fillmore “has 
been a quiet voice of reason in the linguistics wars over 
the decades, because he’s always been true to the data.” 
While many linguistics theories attempt to describe all 
aspects of a language – working from the top down, as 
it were – Fillmore works from the data within a loose 
conceptual framework, allowing for exceptions to his 
theories. This flexibility forms the basis of Fillmore’s 
brand of linguistics.

Fillmore has helped develop some of the fundamental 
concepts in linguistics as it is practiced today. In the 
1960s and 1970s, he developed the theories of case 
grammar and frame semantics, and in the 1980s 
and 1990s he developed and contributed to work in 
construction grammar.  

continued on page 5



as i see it by Nelson Morgan, Director

Recently I have become interested in the perception of science 
and engineering in our field. Consider the term “Computer 
Science”; hopefully we use scientific methodology in our field, 
but clearly much of what we do is engineering. Is this a “lower” 
pursuit? At Berkeley, CS is part of the EECS Department, which 
in turn is part of the College of Engineering. Are the CS faculty 
scientists, or engineers? Dictionary definitions of these terms 
are all over the map – including one that defines an engineer 
as a person who designs or builds engines – but it seems to me 
that these terms are best understood in the context of the goals 
of the professions. In practice, engineering focuses on making 
something work (or work better); and gaining knowledge (often 
about the natural world) is the fundamental goal of science. 
And in computer science, as well as in many other pursuits, the 
two often go together – as noted in the Tolkien quote above, 
we often start off with a goal of improving some functionality 
(like speech or object recognition) and in the process learn 
something quite different, such as a new approach to machine 
learning. 

Scientific exploration often requires significant efforts in 
engineering; and good engineering practice incorporates the 
scientific method, and implicitly or explicitly takes advantage 
of scientific knowledge. Perhaps these are obvious points; yet 
it is common in our field to view the two disciplines as disjoint, 
with engineering being viewed as the lesser activity. 

To be concrete, let’s take the study of automatic speech 
recognition (ASR), a topic that I’m pretty well acquainted with. 
Our research goal in this area is to significantly improve the 
accuracy of ASR, particularly in conditions that break current 
systems, e.g., for noisy or reverberant acoustic environments. 
This is an engineering goal, which also typically has 
constraints that require tradeoffs, e.g., between computational 
requirements and accuracy. However, it has frequently been 
true that advances in ASR have required the development 
of new mathematical formulations or models, or have been 
inspired by an understanding of the perception or production 
of speech. Science and engineering have often been good 
partners in this area.
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On the other hand, many of the advances in ASR have 
required significant efforts in the processing of large files, 
multiple types of data sets, attention to formats, etc., and this 
has often been viewed as “mere engineering.”  This activity 
can be critical, but it does make sense to think of it as being 
fundamentally different from the design of a new algorithm 
or model. Yet both can be viewed as engineering if the goal 
is to design or improve some system.

My point here is that much of engineering has science at 
its core, and much scientific inquiry can require significant 
engineering of a nontrivial variety. As Adam Janin of ICSI 
recently remarked to me, perhaps the more useful division 
is between research and development. The former implies 
the process of discovery, whether it concerns an artificial 
system or a natural phenomenon; while the latter suggests 
the incorporation of existing methods in order to complete 
the creation of some working entity. Faculty and staff at ICSI 
and places like it (although, really, there’s no place like ICSI) 
are focused on research, though development is typically 
a necessary part of the effort; but some of this research is 
certainly best described as engineering research.

It may be that these naming conventions are of little import. 
But it is astonishing to me how often I see work that is quite 
original in nature denigrated as “mere engineering” while 
other work that is derivative is elevated as “science” simply 
because it has no practical application. Research is not always 
science, and engineering is not always development. Research 
at ICSI is both of the engineering and scientific variety, but 
in both cases what gives us our reputation is the outstanding 
standard of excellence.

Speaking of excellence, in this issue of the Gazette, we are 
focusing on two of the key members of the ICSI family, both 
eminent scholars in their respective fields: Charles Fillmore 
and Richard Karp. We’re extremely fortunate to have them 
in our midst.

There is nothing like looking, if you want to find something. You certainly usually find something, if you look, but it is not always 
quite the something you were after.
	  - J.R.R. Tolkien



news briefs
ICSI Director Nelson Morgan has been 
named as a Fellow by the International 
Speech Communication Association. 
Morgan is honored for his significant 
contributions to robust feature 
extraction and novel acoustic models 
for automatic speech recognition. He 
is one of 24 Fellows named since the 
Fellow Program began in 2007, and 
the second ICSI Speech Group member 
to be recognized with the distinction – 
Elizabeth Shriberg was named in 2009. 
The six new Fellows were announced 
at this year’s Interspeech Conference, 
held in September. 

Orpheus Crutchfield, executive director of 
the Berkeley Foundation for Opportunities 
in Information Technology (BFOIT), was 
profiled in the August 1 edition of the 
San Francisco Chronicle Magazine. 
BFOIT is an ICSI program that supports 
historically underrepresented ethnic 
minorities and women in technology. 
Through seminars hosted at UC 
Berkeley and ICSI, BFOIT inspires local 
high school and middle school 
students to pursue careers in computer 
science, mathematics, engineering, and 
information technology. The Chronicle 
profile, “Orpheus Crutchfield is Lifelong 
Mentor,” highlighted Crutchfield’s 
commitment to promoting diversity 
and encouraging youth. 

Algorithms Group graduate student 
Bonnie Kirkpatrick has won a 2010 
Google Anita Borg Memorial 
Scholarship. The award, given annually 
to female students in technology 
and computer science for academic 
excellence and leadership, includes a 
$10,000 scholarship and invitations 
to networking retreats at Google. The 
award was established in 2004 to honor 
Dr. Anita Borg, the founder of the 
Institute for Women and Technology, 
and is dedicated to encouraging female 
scholars to become leaders in the fields 
of technology and computing. 

Paul Kay, a researcher with the AI 
Group, co-authored an article in the 
June 1 issue of the Proceedings of the 
National Academy of Sciences. The 
article is Kay’s tenth on color naming 
and perception to appear in PNAS in 
the last five years. 

Vern Paxson, head of the security branch 
of the Networking Group, was quoted 
in an article on Internet security in the 
July/August edition of MIT Technology 
Review. The article, “Moore’s Outlaws” 
by David Talbot, describes recent 
attacks by botnets, groups of computers 
that are infected with viruses. These 
botnets are controlled remotely and 
are responsible for the vast majority 
of spam on the Internet. Networking’s 
research on botnets has also been 
featured in New Scientist magazine. 

ICSI research in speaker diarization 
was presented at the Research@Intel 
2010 Day on June 30. Speech Group 
researchers Adam Janin, Gerald Friedland, 
and group leader Nelson Morgan 
presented the Meeting Diarist, a tool 
that recognizes who is speaking and 
what is being said, and allows users to 
search for relevant parts of a meeting’s 
transcript. PC Mag featured the 
presentation in a July 1 article about 
the event. 

A UC Berkeley team led by Professor 
Pieter Abbeel, ICSI Vision Group 
leader Trevor Darrell, and Professor 
Stuart Russell is one of the winners 
in the Personal Robot 2 Beta Program, 
sponsored by robotics company Willow 
Garage. The team, which includes UC 
Berkeley Professor Dan Klein, a Speech 
Group affiliate, will be given a robot 
for two years, and will experiment with 
hierarchical planning, perception, and 
manipulation of deformable objects, 
such as towels. 

Jörg Lässig and Dirk Sudholt, DAAD-
sponsored postdoctoral fellows in the 
Algorithms Group, received two best 
paper awards this summer. At the 
International Conference on Parallel 
Problem Solving from Nature (PPSN) in 
September, the scholars won the award 
for their paper “General Scheme for 
Analyzing Running Times of Parallel 
Evolutionary Algorithms.” At the 
Genetic and Evolutionary Computation 
Conference (GECCO) in July, their 
paper titled “The Benefit of Migration 
in Parallel Evolutionary Algorithms” 
was the best paper in the Parallel and 
Evolutionary Systems track. 

Architecture Group leader Krste Asanovic 
has been given the 2009-2010 Jim and 
Donna Gray Faculty Award. The award 
is given each year to a UC Berkeley 
Computer Science faculty member for 
excellence in undergraduate teaching. 
Previous winners include ICSI affiliate 
Dan Klein (2008-2009) and BFOIT 
advisory board member Daniel Garcia 
(2004-2005).

Professor Dan Klein has been awarded 
a 2010 Distinguished Teaching Award, 
UC Berkeley’s most prestigious award 
for instruction. The awards are given 
annually to recognize sustained 
excellence in the classroom, creative 
scholarly work, and the ability to inspire 
independent thinking in students. 

New Scientist magazine and Heise’s 
online security journal are encouraging 
their readers to use the Netalyzr 
system, developed by members of the 
Networking Group. Netalyzr, which 
has also been featured in The Register, 
analyzes the extent to which a user’s 
Internet service provider interferes with 
its customers’ traffic. To date,  more 
than 130,000 users from 180 countries 
have tried the system. New Scientist 
also provides background information 
written for a nontechnical audience 
on the tests conducted by Netalyzr. 
The system was developed by Christian 
Kreibich, Vern Paxson, and Nicholas 
Weaver of the Networking Group. 

Networking Group scientist Christian 
Kreibich was quoted by BBC News 
discussing the difficulties of filtering 
spam email. The article focused on 
harmless emails incorrectly marked 
as spam. Researchers at ICSI and UC 
San Diego recently developed a spam 
blocking method that, in initial tests, 
only filtered spam messages, with no 
false positives – that is, legitimate 
messages marked as spam. The system 
exploits the spam-creating botnets 
that run in the background of users’ 
computers by learning the templates 
the bots use and teaching spam filters 
to look for these templates. While this 
doesn’t guarantee a 100 percent success 
rate in real life situations, it is a huge 
step forward in spam prevention.
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richard karp

Besides four years at the University of Washington, Karp 
has been at UC Berkeley since 1968, where he has earned 
a reputation as an excellent teacher. He was awarded a 
Distinguished Teaching Award from UC Berkeley. 

“Teaching is first of all a lot of fun,” he says. “It makes you 
rethink your work, and when you have to give a lecture on an 
idea, it forces you to understand it.” 

Even after decades of research, Karp is continually refining 
and rethinking his ideas. He’s always been interested in puzzles 
and random choices, but when he took an undergraduate 
course at Harvard University in probability theory, he turned 
his attention in that direction. While a graduate student, 
he studied computational methods for solving optimization 
problems in industry. He’s particularly interested in discrete 
mathematics. His research at IBM was mainly in algorithmic 
linear programming, in which the mathematician tries to find 
the best outcome for a problem given a series of constraints. 

He eventually began to study computational complexity 
theory, and in 1972 published the landmark paper “Reducibility 
Among Combinatorial Problems.” In that paper, he showed 
that some algorithms problems can be impossibly difficult to 
solve. He’s interested in “why we can solve these problems 
even though complexity theory tells us it’s impossibly hard.” 
In awarding him the Turing Award in 1985, the ACM cited 
Karp for introducing the “now standard methodology for 
proving problems to be computationally difficult.” 

In the early 1990s, with the advent of the Human Genome 
Project, Karp became interested in applying combinatorial and 
probabilistic algorithms to biological problems. Much of the 
work today of ICSI’s Algorithms Group focuses on answers to 
biological questions. 

In recent years, he has returned to heuristic algorithms, 
algorithms which make sense intuitively but not theoretically, 
and problems related to machine learning. He has also become 
more and more interested in specific problems, rather than 
theories as a whole – for example, in looking at actual 
computer runs. 

Over the years, his intellectual flexibility and groundbreaking 
research have brought him numerous accolades – including, 
notable, the Turing Award and the Kyoto Prize, which is 
described as the Japanese Nobel Prize. But for Karp, research 
is as much a process of failing as it is of succeeding – of 
trying different approaches over and over again without any 
guarantee of success. 

He says, “Enjoy your failures as much as your successes, 
because they will be much more numerous.”

continued from page 1
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“I’ve always been interested in meaning as much as form, and 
the relationship between form and meaning,” he says.   

During the early 1990s, he taught summer school classes in 
computational lexicography at the University of Pisa. There, 
he met Sue Atkins, a lexicographer with whom he continues 
to collaborate. At the time, Atkins was involved in a European 
Union-funded project that was using frame semantics to 
study perception verbs in English, French, Danish, Italian, 
and Dutch, and he joined the group as an external consultant. 
“I gradually convinced myself that we had 
to do something like that in Berkeley,” he 
said. 

Fillmore retired from UC Berkeley in 1995, 
and shortly afterwards, then-ICSI Director 
Jerome Feldman invited him to join the 
Institute and write a proposal for lexical 
semantic research. In 1997, the group 
received its first grant and began to build 
the FrameNet database, which shows English 
words in each of their senses and lays 
out the ways in which they combine with 
other words to build complete phrases. The 
FrameNet Project aims to cover as much as 
possible of what is involved in understanding 
text. Words are grouped according to the 
semantic frames – schematic representations 
of situation types (like eating, removing, 
etc.) – that they participate in, and the 
patterns in which they combine with other words and phrases 
near them are described according to how the frame elements 
get expressed. Frame elements are the things that are worth 
talking about when a frame has been activated by a word. For 
example, verbs of buying and selling need to connect with a 
buyer, a seller, some goods, and some money, either explicitly 
in the sentence or implicitly in the situation in which they 
are used; verbs of revenge have to involve an avenger, an 
offender, an injured party, and a punishment.  

“The happiest time of my career has been here at ICSI,” says 
Fillmore, “where FrameNet has made it possible for me to 
work with a team of bright young people on a continuing 
basis doing work that I’ll never lose interest in.”

Over a decade after its inception, the FrameNet Project 
continues to add to its database. The project has manually 
annotated over 150,000 sentences, and has defined more than 
10,000 lexical units (a pairing of a word with a meaning), 

6,000 of which have been fully annotated. The FrameNet Web 
site includes a searchable database that gives users lists of 
frames, frame elements, and example sentences for all of the 
possible meanings for each word. The team has also been 
adding descriptions of the formal and semantic properties 
of special grammatical constructions that have meanings 
that can’t be predicted from the meanings of their parts. “By 
finding representative examples of the uses of each word and 
classifying the meanings of the phrases that go with them, 
we are able to include in our database information about the 

words in our language that standard 
dictionaries simply don’t have room 
for,” he says.

We’re building information about 
English for both people and computers 
– for people who want information 
about English and the way the mind 
works. And people who want to design 
programs need to have this information 
available.”

The FrameNet resource has been used 
in the creation of lexicons for other 
languages and in the development of 
various natural language processing 
applications such as question 
answering and machine translation. 
Other researchers have begun creating 
FrameNets for several languages besides 

English, including Chinese, Japanese, German, Spanish, and 
Hebrew. As they build these FrameNets, they are finding that 
different languages have many of the same frames and use 
words in semantically similar ways. The hope is that frame 
semantics will one day guide automatic machine translation. 

The FrameNet database is in use by hundreds of researchers 
around the world, and Fillmore’s work is continually being 
recognized by his colleagues. In 1991, he served as president 
of the Linguistic Society of America. In 2000, he was awarded 
an honorary doctorate from the University of Chicago; in 
August 2009, a three-day conference was held at UC Berkeley 
in celebration of his 80th birthday, with papers on frame 
semantics and construction grammar by dozens of his former 
students and colleagues. He was the subject of an interview 
published in this year’s Review of Cognitive Linguistics, and in 
December 2009, he conducted the FrameNet Masterclass and 
Workshop at the Eighth International Workshop on Treebanks 
and Linguistic Theories in Milan, Italy.  	  

continued from page 1
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Photos and videos posted on Web sites such as Craigslist, 
Twitter, and YouTube can carry detailed information about 
where the images were taken. According to Speech Group 
researcher Gerald Friedland and Networking researcher Robin 
Sommer, this may leave those who post the images vulnerable 
to “cybercasing,” the use of geo-tagged information available 
online to mount attacks in the real world.

While geo-tags – information about where a photo or video 
was taken – have been in use for years, the increasing amount 
of data available on the Internet, combined with easy-to-use 
search programs now offered by Web sites such as YouTube, 
make geotags an emerging threat. 

It doesn’t help, say the researchers, that people are unaware 
that this information is easy to find and that the geo-tags are 
extremely accurate. 

Geo-tags are automatically embedded in images by higher-
end digital cameras and smart phones, such as the iPhone 
and the Android. Friedland and Sommer cross-referenced the 
latitude and longitude contained in images’ files with publicly 
available information, such as Google Maps Street View, to 
quickly find street addresses. 

The researchers estimate that 4.3 percent of Flickr photos and 
3 percent of YouTube videos are geo-tagged. This means that 
approximately 180 million Flickr photos and 3 million YouTube 
videos are tagged with longitude and latitude coordinates. 

In one case study, the researchers monitored the Bay Area’s 
For Sale section on Craigslist, where many users choose 
to hide their real names and email addresses. In four days, 
they collected over 900 images that were tagged with GPS 
coordinates. 

To verify the accuracy of coordinates embedded in these 
photos, they took a picture of a bike against a garage with 
an iPhone 3G camera as though they were going to sell it on 
Craigslist. Putting the photo’s location metadata into Google 
Maps Street View, the researchers were able to pinpoint, within 
one meter, the actual location of the bike. 

Some Web sites allow users to search images’ metadata through 
publicly available application programming interfaces (APIs). 
In one search of YouTube’s API, the researchers looked for 
homes near downtown Berkeley by searching embedded geo-
location data and including the search term “kids,” since many 
home videos are of users’ children. They then searched for 
videos posted by the same users that had been filmed over 
1000 miles away. Within fifteen minutes and using a simple 
240-line Python script, the researchers were able to find a 
resident of Albany, California who was vacationing in the 
Carribbean, along with a dozen other users who might be 
vulnerable to burglary given the subject matter of the videos 
they had posted. 

The researchers warn that if technology such as text and 
image recognition continues to be improved, such processes 
could be automated. 

The results were presented at the USENIX Workshop on Hot 
Topics in Security in August, and also featured by ABC’s 
Good Morning America, New York Times, and New Scientist 
magazine. 

featured research: geo-tagging
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An example of pictures that can be located using geotagged information, overlaid on a Berkeley map.



visiting scholars
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Since its inception, ICSI has had a strong international program consisting primarily of ties with specific countries. 
Current formal agreements exist with Brazil, Finland, Germany, and Switzerland.  In addition, we often have visitors 
associated with specific research and projects.

AI
Terry Regier 
Bracha Rubin
Hiroaki Sato
Carlos Subirats (Spain)
Kyoko Ohara 

Algorithms

Christian Hochmuth (Germany)
Oliver Kramer (Germany)
Jörg Lässig (Germany)
Shuai Cheng Li
Benjamin Satzger (Germany)
Dirk Sudholt (Germany)

Architecture

Sascha Hunold (Germany)

Speech

Joaquin Gonzalez 

Joaquin Gonzalez

Kai HuotariBaohua YangJoos-Hendrik Böse

Vision

Nicolas Cebron (Germany)
Carl Henrik Ek
Sanja Fidler
Yang Hua (Panasonic/Singapore)
Zhong Yang Huang (Panasonic/Singapore)
Tinne Tuytelaars 

Networking

Kevin Bauer
Maria Bermudez-Edo
Arka Bhattacharya
Rainer Böhme (Germany)
Joos-Hendrik Böse (Germany)
Mobin Javed
Dmitriy Kuptsov
Katrina LaCurts
Matti Mantere (Finland)
Ha Young Oh
Jarno Rajahalme (Finland)
Pasi Sarolahti (Finland)
Petri Savolainen (Finland) 

Campus Affiliation / Other

Dennis Brandão (Brazil)
Christoph Göbel (Germany)
Kai Huotari (Finland)
Tommi Lampikoski (Finland)
Jouni Similä (Finland)
Marko Turpeinen (Finland)
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featured alum: matthew aylett

When Speech Group alum Matthew Aylett’s company 
developed text-to-speech software that would allow Roger 
Ebert, the popular film critic who lost his voice in 2006 in his 
battle with thyroid cancer, to speak in an approximation of his 
own voice again, he expected a little media attention. 

He didn’t expect to be giving interviews to CBS, the BBC, and 
Reuters news service. That was the same week Ebert was on 
the front page of Esquire magazine and on the Oprah Winfrey 
Show, demonstrating his new voice for the first time. 

Aylett received a bachelor’s degree in artificial intelligence 
from the University of Sussex. After a five-year break, he 
returned to school to pursue his MSc and PhD at the University 
of Edinburgh. In 2000 he joined Rhetorical Systems, an 
Edinburgh company that produced engaging and colorful 
synthetic voices. 

In 2004, after leaving Rhetorical Systems, he was sponsored for 
a visit to ICSI’s Speech Group by the European Union through 
the Augmented Multi-Party Interaction (AMI) Project. “It was 
an important time,” he says, “when I was asking what I was 
going to do next.” ICSI, Aylett says, allowed him to return to 
an academic research setting while developing contacts with 
start-ups around the Bay Area. The environment at ICSI was 
“really conducive to creating stuff and getting stuff done.”  

He returned to Edinburgh in 2005 and helped found CereProc, 
which, like Rhetorical Systems, produces synthetic voices that 
retain local accents, have 
character, and are pleasant 
to interact with. While most 
companies are interested 
in synthetic voices being 
intelligible, says Aylett, 
“we’re interested in it 
sounding good.”

CereProc produces voices 
using unit selection. The 
company will record a voice 
actor reading a script. The 
recorded voice is transcribed 
and broken down into 
individual phonemes, which 
are reassembled when a 

user types a sentence into a program, producing spoken text. 
In Ebert’s case, the company used audio from Ebert’s DVD 
commentary.  

Often speech synthesis companies will record speakers reading 
in a monotone voice to make transcription easier and the 
synthetic voice more intelligible. But, Aylett says, such voices 
have limited use as they are not engaging. “We take more 
risks with what we’re doing,” says Aylett. CereProc looks 
for interesting accents, from Ireland, Scotland, Southern 
England, America, and the Black Country in central England. 
In addition, CereProc is developing voices in French, Spanish, 
Catalan, German, Mandarin, and Japanese.  

CereProc is also able to reproduce emotion by asking speakers 
to read scripts in a calm or tense voice. Aylett hopes, in future, 
to develop technology that allows emotion to be added to 
already recorded voices by changing the pitch and speech of 
synthesized voices. 

Recently, CereProc has begun to produce voices using the HTS 
system, which uses a Hidden Markov Model to train software 
off of a small amount of recorded sound – minutes instead 
of hours. With the system, errors in transcription are less 
of an issue since the system trains itself, and producing an 
intelligible voice is less expensive, which means more people 
may be able to use CereProc’s services. However, the system 
isn’t perfect, producing voices with less character and softer 
accents than the unit selection system. 

As technology becomes 
more pervasive and mobile, 
Aylett says, engaging 
synthetic voices will become 
more important. With the 
popularity of mobile devices 
like the iPhone, spoken 
information can be easier to 
absorb than written text. 

Aylett also hopes in the 
future to help others who 
have lost their ability to 
speak, as they did with Ebert. 
“Our voice is profoundly part 
of who we are,” he says.  



Z. Al-Qudah, M. Rabinovich, and M. Allman. Web Timeouts 
and Their Implications. Proceedings of the 11th Passive 
and Active Measurement Conference (PAM 2010), Zurich, 
Switzerland, April 2010. 

M. Allman, K. Avrachenkov, U. Ayesta, J. Blanton, and P. 
Hurtig. RFC 5827: Early Retransmit for TCP and SCTP. 
Request for Comments 5827, Experimental, April 2010. 

K. Asanovic and R. Wittig. Guest Editors’ Introduction: 
Proceedings of the 21st Symposium on High Performance 
Chips (Hot Chips 21), Stanford, California. IEEE Micro, Vol. 
30, No. 2, pp. 5-6, March 2010. 

F. Bagci, J. Wolf, B. Satzger, and T. Ungerer. UbiMASS - 
Ubiquitous Mobile Agent System for Wireless Sensor 
Networks. Proceedings of the Third IEEE International 
Conference on Sensor Networks, Ubiquitous, and 
Trustworthy Computing (SUTC2010), Newport Beach, 
California, pp. 245-252, June 2010. 

M. Bansal and D. Klein. Simple, Accurate Parsing with an 
All-Fragments Grammar. Proceedings of the 48th Annual 
Meeting of the Association for Computational Linguistics 
(ACL 2010), Uppsala, Sweden, pp. 1098-1107, July 2010. 

S. Beamer, C. Sun, Y.-J. Kwon, A. Joshi, C. Batten, V. 
Stojanovic, and K. Asanovic. Re-Architecting DRAM 
Memory Systems with Monolithically Integrated Silicon 
Photonics. Proceedings of the 37th International 
Symposium on Computer Architecture (ISCA 2010), Saint-
Malo, France, pp. 129-140, June 2010. 

P. Berenbrink, C. Cooper, R. Elsaesser, T. Radzik, and 
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